Research to Operations: Virtual System Integration

Safety and Mission Critical

System Challenge

The traditional development lifecycle using
existing methods of system engineering are not
working for the latest generation of systems
being developed. Requirements and
architecture design introduce 70% of system
issues, while 80% are discovered post unit test,
when they are exponentially more expensive

to fix.
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Much of the growth in total system cost is
interaction complexity and mismatched
assumptions in embedded software, making
systems increasingly unaffordable.
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Growing Assurance and Affordability Challenges

Source: Hagan/Sorenson, “Delivering Military Software Affordably”, Defense AT&L, Mar-Apr 2013

Software as % of total system cost
1997: 45% —>» 2010: 66% —> 2024: 88%

Virtual System Integration
with SAE AADL

The SAE International AS-5506 Architecture
Analysis & Design Language (AADL) standard
suite has been developed to address this
challenge through virtual system integration
and analysis to discover system-level issues
earlier in the life cycle.
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AADL focuses on interaction between the three elements

of a software-reliant mission and safety-critical systems

An Analyzable Architecture Modeling Notation. Well-de-
fined timing semantics of a task and communication archi-
tecture deployed on distributed platforms, modeling of
virtual channels, partitions, operational modes, end-to-end
flows, fault behavior, and security characteristics lead to
multi-dimensional analysis of virtually integrated systems
and discovery of system level issues early in the lifecycle.

SECURITY

Intrusion
Integrity
Confidentiality

RESOURCE
CONSUMPTION

Bandwidth
CPU Time
Power Consumption

MBTF
FMEA
Hazard Analysis

ARCHIT!
MODE

REAL-TIME
PERFORMANCE

Deadlock/ Starvation
Latency
Execution Time/ Deadline

DATA
QUALITY

Temporal Correctness
Data Precision/ Accuracy
Confidence

The Open Source AADL Workbench

The Open Source AADL Tool Environment
(OSATE) provides a reference implementation of
the SAE AADL standard suite notation and a
prototyping platform for advancing research in
architecture-centric system analysis and
verification.

Open Source AADL Tool Environment (OSATE)
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Towards an Architecture-centric Virtual
Integation Practice (ACVIP)
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SAE AADL Standard & Tool Support: Research Transition Platform
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International investment
and engagement

A Key Technology in the
System Architecture
Virtual Integration (SAVI)
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Early Discovery through Virtual System Integration
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