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Abstract

Responding to some future incident might require significant cooperation by multiple teams or
organizations within an incident response community. To study the effectiveness of that coopera-
tion, the Carnegie Mellon® Software Engineering Institute (SE1) conducted a study using a group
of volunteer, autonomous incident response organizations. These organizations completed special
SEI-designed tasks that required them to work together.

The study identified three factors as likely to help or hinder the cooperation of incident respond-
ers: being prepared, being organized, and following incident response best practices. This tech-
nical note describes those factors and offers recommendations for implementing each one.
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1 Introduction

1.1 The Participants

Participants, who were recruited from an established community of incident response organiza-
tions, had to opt in to the study and were assured that their identities would be kept confidential.
Although we cannot offer any identifying information about them here for that reason, we can
state that participants came from nine organizations in seven European countries. (We hope to use
a larger and more diverse group of participants in a future similar study.)

1.2 Overview

We asked the teams to cooperate on one task every two to three weeks. Tasks were designed to
take participants 15 minutes or less to complete. Each task was designed to simulate scenarios that
might occur during response to an incident. In addition to presenting the teams with different sce-
narios, we introduced limitations on their communications in order to observe how those re-
strictions affected completion of the tasks. Each task was fictitious and contained absolutely no
sensitive information. We asked teams to carbon (or courtesy) copy (CC) us on all email they sent
relating to the tasks so we could monitor their communications and measure various aspects of
how they completed the tasks.
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2 Tasks

2.1 Task #1: Communicate “Important” Information to Other Teams
211 Description

Our first task was designed as a baseline to measure how quickly and in what manner teams
would disseminate “important” information that other teams might need. In our description of the
task, we asked participants to communicate with other teams only via email and provided the
names of participating teams but not email addresses, URLSs, or any other contact information. It
was up to participants to figure out how to find the contact information of the other teams (with
whom they might never have communicated in the past). Figure 1 contains the description (with
the actual team names redacted) that we emailed to two randomly selected" participants to begin
the first task.

Measuring Incident Response Communication Study Task 1:

You have important information that other incident response teams (IRTs) need to know. That
important information is the word “Ronaldo.”

Rules:
e |f your IRT has already handled this task once, please do not take any further action.
You may delete this email and any further copies that you receive.
e [f your IRT has not handled this task previously, please forward this email to some
other IRT within your community:
o0 Please use only email to transmit this message to other IRTS.
0 Please CC the address cert-ir@cert.org in your email.
o Please contain this exercise to the list of participants identified below.

The list of participating teams:
<REDACTED>

Figure 1: Task #1 Email

! We used the random number generator function in MS Excel “rand()” in our tasks.
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2.1.2 Results and Analysis

Table 1 shows how many minutes passed between when we sent the initial message and when
other messages were sent. We indicate the time when Teams 1 and 3 received our initial message
as 0 minutes.

Table 1: Time (in Minutes) Messages Were Sent from One Team to Another

To Team Team Team Team Team Team Team Team Team Team

#1 #2 #3 #4 #5 #6 #7 #8 #9 A
From

Authors 0

Team #1 4 4

Team #2 61 61 61
Team #3 85 86 72 78 87 71 77 83
Team #4 80 80 80 80
Team #5 101 102

Team #6 164 164 164

Team #7 191 191 191

Team #8 89 89 89

Team #9

Team Z 102

The first thing we noticed was that three different teams did not properly identify team 6 and in-
stead sent the information to team Z, a non-participating incident response organization located in
the same country as team 6. After receiving these three messages, team Z helpfully forwarded a
copy of the task to team 6 and CC’d our address on the email.

The data indicated that the “important” information was disseminated relatively quickly. It also
showed that some teams chose to send it to only two or three other teams, while one team tried to
send it to the other eight participating teams (although actually sent it to seven participating teams
and team Z).

Furthermore, some teams chose to send a single email message addressed to several other teams,
while other participants decided to send individual emails to each of their chosen recipients. One
team encrypted and digitally signed the “important” information that it sent to other participants,
and another team assigned the task a ticket number.
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2.2 Task #2: Identify Phone Numbers and PGP Key IDs for Three Teams
221 Description

We noticed during the first task that only one team encrypted and digitally signed the email that it
sent to other teams. Our second task was designed to measure how quickly and accurately teams
could collect vital information about the other participants that would enable them to communi-
cate more securely. We randomly chose three of the nine participating teams and asked all teams
to email us the phone number and PGP key ID(s) for those three teams. Figure 2 contains the de-
scription (with the actual team names redacted) that we emailed to all participants to begin the
second task.

Measuring Incident Response Communication Study Task 2:

Please find the phone number and PGP key ID(s) for the following three organizations:
<REDACTED>

When you have collected the information requested, please email it to cert-ir@cert.org.

Thank you for your participation.

Figure 2: Task #2 Email

2.2.2 Results and Analysis

Seven of the nine teams responded quickly to our email, and all seven provided correct answers.
Two teams had not responded after five days and were sent reminders. One responded with the
correct answers about two hours later, and the other never responded. The table below shows the
amount of time (in minutes) each team took to respond.

Table 2: Response Time (in Minutes) for Task #2
Team Response Time (in Minutes)

=
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36
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For this task, three teams digitally signed their messages to us, and one team again assigned our
request a ticket number.
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2.3 Task #3: Determine If More Teams Prefer Water or Coca-Cola
231 Description

For our third task, we wanted to examine how teams would handle a task that required distributed
agreement. The email we sent to all of them to begin this task is shown in Figure 3.

Measuring Incident Response Communication Study Task 3:
The following nine teams are participating in this study:
<REDACTED>

Please determine whether more of these teams prefer Coca-Cola or Water to drink with
dinner.

Please CC cert-ir@cert.org on all communications you have with other teams during this ex-
ercise.

Please email your answer to cert-ir@cert.org.

Figure 3: Task #3 Email

We were rather careful in the wording of this message. We did not use the word “vote,” although
it is fairly clear that each team needs to express a preference for either water or Coca-Cola. We
also did not describe how teams should communicate and tally votes in order to answer our ques-
tion. Before sending this task out, we wondered how the teams would communicate (would each
team send its vote to all other participants?), whether any team would take charge and tally votes,
and what would happen if one or more teams did not cast their votes (since we had one team fail
to participate in each of the first two tasks).
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2.3.2 Results

Table 3: Task #3 Activity

Action Team Time Action Recipients Water Coca-
Cola
0 Authors 0 Send out initial email All - -
1 1 123 mins Vote for water All 1 0
2 2 173 mins Vote for Coca-Cola All 1 1
3 3 176 mins Vote for water All 2 1
4 4 254 mins Vote for Coca-Cola All 2 2
Reported a vote of (2,2)
5 5 290 mins Vote for water All 3 2
373 mins Vote for water All 4 2
7 398 mins Vote for water All 5 2
Reported a vote of (5,2)
4 26 hours Declared a winner, water Authors 5 2
7 2 days Sent email to teams #8 and #9 Teams #8 & #9 5 2
reminding them to vote
10 3 5 days Reported a vote of (5,2), inquired All 5 2
about teams #8 and #9 (if anyone
had heard of them)
11 5 6 days Reported a vote of (5,2), asked All 5 2
teams #8 and #9 to respond
12 8 6 days Voted for water All 6 2
1 hour Reported vote of (6,2)
13 3 6days Declared results of (6,2), water All 6 2
1 hour being the winner

20 mins

Each action listed in Table 3 is described in detail below:

1.

The first team to take action responded by sending an email to all other eight participants
two hours and three minutes after receiving our initial email. That first team notified the oth-
er eight teams of its preference for water.

Fifty minutes later, another team responded to the first team’s email, copied all other teams
on the email, and voted for Coca-Cola.

Three minutes later, a third team replied to the first team’s email, copied all other teams on
its email, and voted for water.

One hour and eight minutes later, a fourth team replied to the third team’s email, copied all
other teams on its email, voted for Coca-Cola, and summarized the voting up to that point—
listing the two teams that had voted for water and the two that had voted for Coca-Cola.

Forty-six minutes later, the fifth team responded to the first team’s email, copied all other
teams on its email, and voted for water.

One hour and twenty-three minutes later, the sixth team responded to the fifth team’s email,
copied all other teams on its email, and voted for water.

Fifteen minutes later, the seventh team responded to our initial email, copied all other teams
on its email, voted for water, and summarized the voting up to that point by listing the five
teams that had voted for water and the two that had voted for Coca-Cola.
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So within six and a half hours of sending out our email, we had votes from seven of the nine par-
ticipants, and one of the two choices (water) had five of the possible nine votes, meaning it would
have the majority of votes no matter how the last two teams voted.

8.  Twenty hours then passed with no further communication by any of the teams. At that point,
a little over a day after the exercise had begun, one of the teams emailed us announcing the
results: five teams for water, two teams for Coca-Cola, and two teams that did not answer.

9. One day later, a different team sent email to the two teams who had not yet responded, in-
cluded a copy of our initial email, and asked for their votes.

10. About three days later, a third team sent email to all nine participating teams summarizing
the vote up to that point and asking if anyone had heard from the two teams that had not re-
sponded.

11. The next day, a fourth team sent email to the two teams that had not responded (and copied
the other seven teams), summarized the voting to that point, and asked for their votes.

12. Just over one hour later—six days after the task had begun and after inquiries from two other
teams—an eighth team responded to one of the inquiries that had been sent, copied all other
teams on its email, and voted for water.

13. Twenty minutes later, one of the teams sent email to us announcing the results: six teams for
water, two teams for Coca-Cola, and one team that did not answer.

There were no further communications on this task.
2.3.3 Analysis

Eight of the nine teams voted. Only two of the nine teams sent us the answer to our question
(whether more of these teams prefer Coca-Cola or water to drink with dinner). We have no doubt
that at least eight and possibly nine of the teams knew the answer to our question, but we believe
the fact that one team never voted (and we did not specify a deadline) caused some teams to re-
frain from sending us the results they clearly knew.

Communication was initially ad hoc with early responders simply broadcasting their votes to all
participants, but after a while one team decided to summarize all the votes it had seen and add its
own to the list. This was probably a good idea, and other teams subsequently adopted that strate-
gy. However, all the teams copied all the other teams on their email: No team took charge of the
exercise and offered to collect votes so they would not have to be broadcast to and tallied by all
the participants. That was probably acceptable with such a small number of participants, but if
there had been more (perhaps 50 or more) this approach would have quickly become unworkable.
It would be interesting to try this task with a larger group to discover how quickly teams realize
that they cannot all email their votes to everybody and to see how they would work together to
solve this problem.

Five of the eight teams that replied assigned the task a ticket number, and four of the eight teams
that replied digitally signed their emails. Those digital signatures brought up a possible change for
the next iteration of this study: It would be interesting to try this task again, this time introducing
forged email messages telling some teams that team X votes for water and telling others that it
votes for Coca-Cola. Would all teams agree on which of the two choices got the most votes?
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Would teams start disregarding unsigned messages once they started hearing conflicting infor-
mation on the voting results from other teams?

2.4 Task #4: Complete Email Message Chain with Other Teams
24.1 Description

For our fourth task, we wanted to see if the teams could complete a task working serially where
each team can complete only part of a task and only after other teams have completed their part.
We randomly assigned each team to one of three groups and created nested, encrypted messages.

The idea was to have the task proceed as follows:
Chain 1: Team 1 => Team 2 => Team 3
Chain 2: Team 4 = Team 5 => Team 6
Chain 3: Team 7 => Team 8 => Team 9

We used the message nesting shown in Figure 4. Note that we purposely did not indicate which
team was next in the chain: It was up to each team to determine whose public key had been used
to encrypt the message and send it to the proper next team.

“Please See Attached file” --

“Please email the following encrypted mes
to the proper team and CC us.”

[Plain Text sent to team #1]

Figure 4: Message Nesting
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In these nested messages, the first team could strip off the first layer of encryption and send the
result to the second team in the chain. The second team could strip off the next layer of encryption
and send the result to the third team in the chain. The third team could strip off the final layer of
encryption and notify us that they had received the innermost message. To the first team in each
of the three chains, we sent the email message shown in Figure 5 with the encrypted message for
the team’s chain attached.

Measuring Incident Response Communication Study Task 4:

Please see the attached file.

Figure 5: Task #4 Email

2.4.2 Results and Analysis

The first chain was decrypted and forwarded from the first team in the chain to the second team in
the chain 40 minutes after receipt. Twenty-four hours later, the second team had decrypted its part
of the message and forwarded the result to the third team in the chain. Twenty-two hours later, the
third team acknowledged receipt of the message. It took the three teams just under two days to
complete the task.

For the second chain, approximately 8 hours after receiving the encrypted message, the first team
in the chain forwarded a message to the second team in the chain. Unfortunately, the first team
forwarded the original message (still encrypted with the first team’s public key). Fifteen and a
half hours later, the second team notified the first team of this. Within three minutes, the first team
responded to the second team apologizing for the mistake and forwarding the part of the message
(encrypted with the second team’s public key) that had been revealed when the first team decrypt-
ed the message we had sent to it. About 20 minutes later, the second team had decrypted the mes-
sage it received from the first team and forwarded it to the third team. About an hour and a half
later, the third team notified us that it had received and decrypted the last message in the chain. It
took just over one day for those three teams to complete the task.

None of the three teams involved in the third chain took any action.

2.5 Task #5: Communicate “Important” Information to Other Teams, One at a Time
251 Description

For our fifth task, we wanted to redo the first task that involved disseminating information we had
designated as “important” to other teams but with a limit on their communication. We told teams
that they could only send the information to one other team, and if that team had already received
the information, they would have to try another team until they found one that had not yet re-
ceived it. Early on in the task, we thought it would be very easy for teams to find another team
that did not yet have the information. As the task progressed, it would become more and more
difficult to find a team that did not yet have the information—unless teams began to track which
participants had already received the message. We hoped to see at what point teams would realize
this, start keeping a list of who had already participated, and determine a reliable method for man-
aging this information. We selected one team at random and sent it the email shown in Figure 6.
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Measuring Incident Response Communication Study Task 5
The following nine teams are participating in this study:
<REDACTED>

Rules:

o If this is the first time you have received this email, please forward it to exactly one other
team from the list of participants above:

- Please use only email to transmit this message to other teams.

- Please CC the address cert-ir@cert.org in your email.

- Please contain this exercise to the list of participants identified above.

o If this is not the first time you have received this email, please reply to whoever sent it to
you and ask them to send it to a team that has not yet received it:
- Please CC the address cert-ir@cert.org in your reply.

When all nine teams have a copy of the message, the task will end.
Thank you for your participation.

Figure 6: Task #5 Email

2.5.2 Results and Analysis

We sent the email to a randomly selected team. Seventy-eight minutes later, that team forwarded a
copy (not signed or encrypted, and with no evidence of a ticket number) to another participating
team. A little over 19 hours later, the second team forwarded the message to a third team. The
second team’s email was digitally signed and had a ticket number. The third team did not respond.
One week later, the second team inquired if their earlier message had been received and again
included a copy of the task. The participating team they had selected again failed to respond, and
no further action was taken by any of the teams. Unfortunately, the task ended prematurely, and
we were unable to observe the team’s behavior towards the end as we had hoped.
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3 Summary

After observing the teams working on all five tasks, we identified three factors that played a large
role in how effectively the teams were able to work together. In our discussion of these factors
below, we include recommendations based on the beneficial team behaviors we observed during
the exercises.

1. being prepared
Many of the participants in this study had never worked closely before or even communicat-
ed with each other, which we felt was a very realistic situation for incident responders who
might need to cooperate. Our study highlighted how important it was for teams to be able to
locate other organizations and obtain trustworthy information about them (such as their con-
tact information and public keys). We observed one instance of a message being sent to a
group that was not even participating in the study because another team mistook it for a team
that was. In another instance, a revoked public key was used to encrypt a message for a team
because an outdated webpage still listed it as a valid key. To avoid these types of difficulties,
we recommend that all incident response organizations complete an RFC 2350 document,
publish it in multiple locations, and keep it up to date and consistent everywhere it is pub-
lished. It is particularly important for information to appear (and appear correctly) on the
FIRST? and TF-CSIRT? websites and the MIT* PGP key server.

Being familiar with the expertise of other organizations and having a general understanding
of their activities can also be beneficial. For example, some organizations may know about
certain types of attacks or attackers, have access to certain local resources, have the ability to
trace an attack back to its origin, or have other specialized skills such as fluency in a specific
language. Therefore, through websites or social media, teams should publicize non-sensitive
information about their expertise and activities for other incident responders.

2. being organized
In many cases, collaboration and coordination will be improved when participants organize
themselves appropriately. Several of our scenarios could have been completed more quickly
and easily if some team had stepped forward and offered to coordinate the task or keep a his-
tory. Teams should be able to recognize when such coordination would be beneficial and
should establish a set of organizational and communication protocols from which to choose.
Rules for escalation should also be established as evident in our voting scenario when one
team never cast its vote.

Some teams waited several days, sent the team a reminder, and then gave up when no vote
was forthcoming. Other teams noted that there was already a majority regardless of how the
last team voted and declared which choice had won immediately. Standards for who should

2 Forum of Incident Response and Security Teams, http:/www.first.org

3 Task Force — Computer Security Incident Response Teams, an organization of Terena, http://www.terena.org

4 Massachusetts Institute of Technology’s PGP Key Server, http://pgp.mit.edu/
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be included in a task, what roles each participant will play, and the ground rules for partici-
pation and completion would have helped in many of our scenarios.

following incident response best practices

There was a lot of variation in how the exercises were handled. Some teams always used a
ticketing system when presented with a task, some never did, and some used one only at cer-
tain times. The teams also handled encrypting and digitally signing communications, or re-
sponding to requests from other teams, in very different ways. The following standards rec-
ommend that incident response organizations establish and follow standard operating
procedures that dictate how incidents (regardless of their apparent importance and severity)
will be handled:

o NIST SP 800-61 revision 2 [NIST 2012]

o  FFIEC InfoBase [FFIEC 2012]

o  ENISA Secure Communication with the CERTs & Other Stakeholders [ENISA 2011]
o ITILv3 2011 [OGC 2011, Section 4.2.5.2]

Some of the more important best practices include always verifying the source and validity
of information received; using a ticketing system to manage and track every incident; and

digitally signing and, when possible, encrypting all communications. These exercises reaf-
firmed the importance of these best practices for incident handling.
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