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Introduction

These slides constitute a walkthrough of setting up and running selimsef’s
winning model for the DFDC.
| follow the code as it appears in it’s github repo as of July 2022:

* https://qithub.com/selimsef/dfdc_deepfake challenge

« Code was downloaded to the /selimsef branch of a local SEI-CMU repo,
pulled to a specific GPU machine (Cage) and run there.

Each step involved in running the model are reviewed:
1. Codebase Acquisition

Building & Running Docker Image

Data Acquisition & Processing

EfficientNet Models & Training (in progress)

selimsef Public Results

a koo
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https://github.com/selimsef/dfdc_deepfake_challenge

1. Codebase Acquistion

The original repo is selimsef/dfdc_deepfake challenge:
e https://github.con/selimsef/dfdc deepfake challenge

It was transferred to our shared local deepfake bitbucket and placed on it's own branch

(selimsef):

* https://code.sei.cmu.edu/bitbucket/projects/DCED/repos/deepfakes/browse/selimsef/d

fdc deepfake challenge?at=selimsef

It was pulled to a local machine

(Cage) and run there.

A selimsef | dfdc_deepfake_challenge  pubic
<> Code (O Issues 5§ 11 Pullrequests (¥) Actions [ Projects [0 Wiki
¥ master ~ ¥ 2branches Q1tag
‘ selimsef Add support for ampere GPUs (#27)
B configs init repository
I images init repository
W libs init repository
M logs init repository
I preprocessing Fix Parser Description (#15)
B training Add support for ampere GPUs (#27)
I weights init repository
B Dockerfile Add support for ampere GPUs (#27)
[3 LICENSE Create LICENSE
[3 README.md Update README.md

@ Security |~ Insights

89c6298 on Nov 8, 2021 )12 commits

2 years ago
2 years ago
2 years ago
2 years ago
2 years ago
8 months ago
2 years ago
8 months ago
2 years ago

2 years ago

Digital Content Forgery Detection | deepfakes

Deepfakes 6.2 work

Source
29 selimsef v«

Branches  Tags

89 selimsef

89 featurefjeff_dev
89 featurefcathy_dev
89 master

8% shannon

89 development

No more branches

B weights

O build.sh

O Dockerfile

O Dockerfile_original
O download_weights.sh
O kernel_utils.py

O LICENSE

deepfakes [ selimsef [ dfdc_deepfake_challenge /

ascription

adding selimsef branch to our repo
adding selimsef branch to our repo
adding selimsef branch to our repo
adding selimsef branch to our repo
adding selimsef branch to our repo

adding selimsef branch to our repo
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2. Building and Running Docker Image —
updating Dockerfile

Two Changes:
1. Updated PyTorch Version from 1.10.0to 1.12.0
2. Updated timezone

@ selimsef Add support for ampere GPUs (#27) Latest commit 89¢6298 on Nov 8, 2021 @ Histery Digital Content Forgery Detaction { despfakes
Deepfakes 6.2 work
#1 contributor
Source
54 lines (41 sloc) & 1.91 KB Raw | Blame e geselimsef » ... | deepfakes [ selimsef [ dfdc_deepfake_challenge / Dockerfile
e —
Diff to previous  History ~  Contributors -
ARG CUDMN="8"
FROM pytorch/pytorch:${PYTORCH}-cuda${CUDA}-cudnn${CUDNN}-devel
ENV TORCH_NVCC_FLAGS="-Xfatbin -compress-all" g ARG CUDNN="8"
ENV CMAKE_PREFIX_PATH="$(dirname $(which conda)}/../
? FROM pytorch/pytorch: ${PYTORCH}-cuda${CUDA}-cudnn${CUDNN}-devel
# Setting noninteractive build, setti up tzdata and configuring timezones
ENV DESIAN_FRONTEND=noninteract ive § BNV COAKEPREFT PR 4 (31 Pname SToRien Conda)) /..
ENV TZ=Europe/Berlin 10 = =
RUN 1n -snf fusr/share/zoneinfo/$TZ /etc/localtime && echo $TZ > fetc/timezone %% #UEER docker build d p
# Setting noninteractive bui setting up tzdata and configuring timezones
RUN apt-get update & apt-get install -y 1ibglib2.e-8 libsmé libxrender—dev libxexté nano mc glances vin 13 ENV DTEND-numntErac{lvE
i: :r?n[:‘i?[fs;;?rl‘iéfaptllists;‘* i RON tn -sni jusr/share/zoneinfo/$TZ /etc/localtime && echo $TZ > /etc/timezone
17 RUN apt-get ugdate && apt-get install -y libglib2.8-@ libsmb libxrender-dev libxext6 nano mc glances wvim git \
# Install cython 18 && apt-get ¢
RUN conda install cython -y && conda clean —-all %3 && rm -rf /var/lib/apt/lists/=
# Installing APEX 21 # Install cython
RUN Dlp install -U pip %% RUN conda install cython -y && conda clean —-all
RUN git clone https://github.com/NVIDIA/apex 24 # Installing APEX
RUN sed -i 's/check_cuda_torch_binary_vs_bare_metal(torch.utils.cpp_extension.CUDA_HOME)/pass/g' apex/se 25 RUN ple install -U p.
RUN pip install -v --no-cache-dir --global-option="--cpp_ext" --global-option="--cuda_ext" ./apex 26 RUN gi’ r.lune https /.f ithuh-:om{NV[DlMa ex
RUN apt-get update -y 27 d -~ k torch_binary vs_bare metal(torch.util Ep extension.CUDA HOME)IPaiqu apex,‘setup py
RUN apt-get install build-essential cmake - gg R nu—cache—dlr —-global-option="--cpp_ext" -—global-option="—cilida_ext"
RUN apt-get install libopenblas-dev llblapack dev - 39 u1ld-essentlal cmake -y
RUN apt-get install libx1i-dev libgtk-3-dev -y 31 ap ibopenblas-dev llblapa(k—dgv -y
RUN pip install dlib 32 RUN ap get 1n5ta11 libx1ll-dev libgtk-3-dev -y
RUN p1p 1nstall facenet-pytorch 33 RUN pip install dlib
a 5ip install albumnittionset.o.0 et 12 artorch_sanlbels tensorsoards 26 R BIE InEtaLl HESoStobrionch o ot 12 pytorch sopthete tensorbonric
RUN pip install cython jupyter Jjupyterlab ipykernel ma(plothb tqdm pandas 2? RUN pip install cython jupyter ]uf)yterlab ipykernel matplotlib tqdm pandas
;uﬁw"%wd l;l{i-‘d"ﬁ‘ltl Imagenet models gg # Buwnéoad Elcﬁralned Imagenet models
apt install wge apt insta
RUN wget https: Ifguhub com,frwlghtmanfpytorch image-models/releases/download/ve .1~ vrelghts/(f efficientng 48 RUN wget https://github.com/rwightman/pytorch-image-models/releases/download/v0.1-weights/tf_efficientnet_b7_ns-1dbc32de.pth
RUN wget https://github.com/rwightman/pytorch-image-models/releases/download/v8.1-weights/tf_efficientn 43 RUN wget https://github.com/rwightman/pytorch-inage-models/releases/download/vd. 1-weights/tf_efficientnet”bS_ns-6f26d0cf.pth
S the w q directory 43
# Setting the working directory 43 # Setting the working directory
WORKDIR /workspace :g WORKDIR /workspace
# Copying the required codebase 7 # Copying the required codebase
45 COPY . /workspace ig COPY . /workspace
46
47 RUN chmod 777 preprocess_data.sh 29 RN chmod 777 preprocess_data.sh
48 RUN chmod 777 train.sh 52 RUN chmod 777 predict_submission.sh
49 RUN chmod 777 predict_submission.sh 53
50 gg ENV PYTHONPATH=.
gi ENV PYTHONPATH=. 232 D ["/binsbash"]
653 CMD ["/bin/bash"] gg
54
Al . . . . . "
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2. Building and Running Docker Image — building
Dockerfile

SRR BNl Cript was added to the i
/dfdc deepfake challenge [slifste]g¥
_ T | ¢ dirnamf_j ,: "${BASH_SOURCE[@]}" )" & /dev/null && pwd )"

SRERReIS handles building of Dockerfile.

It has all the proxies necessary to run from any of il
our machines (Cage/Buscemi/Weaving).
As shown, it will build an image with the name oeita-ong hitpsore J
‘dfdc_selimsef’ as denoted by the TARGET _TAG [

--build-arg ftp_p
--build-arg FTP_PI

Varlable- --network=host -f "${DOCK '2_ " -t ${TARGET_TAG} ${SCRIPT_DIR}

Run at command line as B« skl ke Iis
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2. Building and Running Docker Image — running
Dockerfile —

Run the container with the [fiIRE el RIaISCript

Note there are two mount points:

* /mnt/z/DataSets/DFDC/videos isa local mountpoint within WSL that is
connected to the Octoputer via samba. Here are located the dfdc_train_part_XX videos.

* both /dataset and /workspace are directories within the containers filesystem.

l‘ﬁb1mxbash

env FTP_PROXY env ftp

MNTS} ${CONTAINER}"
} ${CONTAINER} bash"

"run_cage.sh" 15L, 628B
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2. Building and Running Docker Image — running
Docker Image

Here's what happens when it’s run. Filesystem of the containeris shown

: $ ./run_cage.s
Eudo doLfer run --gpus all --user root -it --rm -e CHOWN_HOME=yes --env HTTP_PROXY --env http_proxy --env HTT
PS_PROXY --env https proxy --env NO _PROXY --env no_proxy --env FTP_PROXY --env ftp proxy -v /home/cage/Deepfa
es/deepfakes/selimsef/dfdc_deepfake challenge:/workspace -v /mnt/z/DataSets/DFDC/videos/:/dataset dfdc_selim

] password for cage:
oot@94dc1b9e7d15: /workspace# 1s
Dockerfile - kernel utils.py predict_folder.py
Dockerfile original i
ICENSE download weights.sh
EADME .md extract_crops.txt output
bboxes . txt generate landmarks.txt output.txt :
bboxes2.txt plot_loss.py train.sh
oot@94dc1b9e7d15: /workspace# cd
oot@94dc1b9e7d15:/# 1s
NGC-DL-CONTAINER-LICENSE

oot@94dc1b%9e7d15: /#
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3. Data Acquisition

» Data is located here: https://www.kaggle.com/competitions/deepfake-detection-challenge/data

* There are 50 datasets totaling ~ 500 GB, ~ 130K real & fake videos
* Each datasets contains ~2000 videos, a metadata.json file which has labels

* Each video is 10s

* Technical details on the dataset: https://arxiv.org/pdf/2006.07397.pdf

105,

Num. videos
—
Q

10'

10¢

10*

Relative sizes of DF datasets (log scale)

DFDC (960 IDs) S gen:

DFDC Preview (66 IDs)
DeeperForensics (100 IDs)
Celeb-DF (59 IDs)

Google DFD (28 IDs)
FF++ DF (?* IDs)

UADFYV (49 IDs)

CIZ! DF-TIMIT (43 IDs)

[ Explicit consent

"-71 No or mixed consent

REDREDD

2nd gen.

1st gen.

10° 108 107 108
Num. frames
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3. Data Acquisition

* Each video is 10s

Data is located here: https://www.kaggle.com/competitions/deepfake-detection-challenge/data

There are 50 datasets totaling ~ 500 GB, ~ 130K real & fake videos
Each datasets contains ~2000 videos, a metadata.json file which has labels

Overview Dala Code Discussion Leaderboard Rules

Dataset spiit inta smaller chunks:

26.2ip (9.4

GB)

3.zip (9.42 GB)

41.2ip (9.43 GB) a) 58) 44.zip (9.41 GB)

48.2ip (9.09 GB) 47.2ip (914 GB) 48.2ip (9.03 GB) 49.2ip (916 GB)

* Technical details on the dataset:
* https://arxiv.org/pdf/2006.07397.pdf
Unique Total Unclear Agreeing Total No.
Dataset fake videos videos rights subjects® subjects Methods No. perturb. benchmarks®
DF-TIMIT [17] 640 960 X 0 43 2 - 4
UADFV [30] 49 98 X 0 49 1 - 6
FF++ DF [23] 4,000 5,000 X 0 ? 4 2 19
Google DFD [6] 3,000 3,000 v 28 28 5 - -
Celeb-DF [18] 5,639 6,229 X 0 59 1 - -
DeeperForensics-1.0 [14] 1,000 60,000 X 100 100 1 7¢ 5
DFDC Preview(5] 5,244 5,244 v 66 66 2 3 3
| DFDC \ 104,500 128,154 v 960 960 8¢ 19 2,116

2 The number of subjects who agreed to usage of their images and videos.
b The number of publicly-available benchmark scores, from unique models or individuals. Due to the difficulty in finding all uses of a dataset, the

scores must be in a centrally-located place (e.g. a paper or leaderboard).

¢ The DF-1.0 paper counts different perturbation parameters as unique. Our augmentations take real number ranges, making this number essentially
infinite, so we only count unique augmentations, regardless of parameters.
d Different methods can be combined with other methods; for simplicity our 8 methods are DF-128, DF-256, MM/NN, NTH, FSGAN, StyleGAN,

refinement, and audio swaps.

Training set: The training set provided was comprised
of 119,154 ten second video clips containing 486 unique
subjects. Of the total amount of videos, 100,000 clips con-
tained Deepfakes which translates to approximately 83.9%
of the dataset being synthetic videos. In order to create the
Deepfakes, the DFAE, MM/NN face swap, NTH, and FS-
GAN methods were used. No augmentations were applied
to these videos.
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3. Data Acquisition

£~ chrome web store

* Kaggle doesn’t make it easy to grab all at once, but there is still a Home > Exensions > Gt cookesx
way... @ Get cookies.txt
1. Make a Kaggle account & login (needed to download any Ak Ak o8 O | Pokcndy | 60000t
amount)

2. Grab your cookies once logged in (cookies.txt worked)
3. Use ‘wget’ and —load-cookies, feed in cookies file, grab link to
zip file by inspecting html on page

#1/bin/bash
script to download dfdc data from kaggle
kaggle.com_cookies.txt came from my local machine (cabernaciak),
apparently kaggle's servers can't tell a different machine is hitting it,

kaggle.com_cookies.txt was obtained using the Chrome extension 'Cookies.txt':
navigating to Kaggle, logging in, and exporting cookies using the extension.

#
#
#
# it just takes whatever cookies you give it.l
#
#
# 1t was then scp'd here to the Octoputer.

for ((i=1l; i<=49; i++)); do
wget --load-cookies kaggle.com_cookies.txt https://www.kaggle.com/c/16880/datadownload/dfdc_train_part_$i.zip
done

"wgetDFDC" 13L, 607C written
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3. Data Preparation

There are 5 steps involved with preparing the
videos for training:

1.

a k~ w0 D

Extracting bounding boxes from original videos

Crop faces from frames
Extracting landmarks
Extracting SSIM masks

Generate folds

DATA_ROOT=/dataset

echo "Extracti vounding boxe
PYTHONPATH=. o]

echo $DATA_ROOT

echo "Extracting cro
PYTHONPATH=. python

original videos"
tect_original_faces.py --root-dir $DATA_ROOT

ng/extract_crops.py --root-dir $DATA_ROOT --crops-dir crop

essing/generate_landmarks.py --root-dir $DATA_ROOT

echo "Extracting SSIM masks"
PYTHONPATH=. python preprocess

echo "Generate folds"
PYTHONPATH=. python preprocess

"preprocess_data.sh" 18L, 620B

All of these steps are performed sequentially in
/dfdc_deepfake challenge/preprocess_data.sh

ing/generate_diffs.py --root-dir $DATA_ROOT

ing/generate_folds.py --root-dir $DATA_ROOT --out folds.csv

written

s
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3.1 Extract Bounding Boxes

DATA_ROOT=/dataset

echo "Extracting bounding boxes from original videos"
PYTHONPATH=. python preprocessing/detect_original_faces.py --root-dir $DATA_ROOT

For all real videos (18657), bounding boxes are generated for
faces in each frame and stored in json files

- stored in the container filesystemin /dataset/boxes and
- Through samba share on a 2"d computer (Octoputer)in
Isrvllocal/DataSets/DFDClvideos/boxes)

 Make sure DATA ROOT=/dataset

« As you can see, file contains a list of pairs of points, for lower
left and upper right corners of each box for each frame

« Each video takes about 15s to process through samba share,
and about 1s if data is local.

 Arandom sampling of files had approximately 300 bounding o
box cc;ordinates which implies a sampling of 30 fps (each video E==s
is 10s).
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3.1 Extract Bounding Boxes - Files & Functions

/preprocessing/detect_original_faces.py

cabernaciak@mac-loaner-33 preprocessing % ls

__init__.py extract_images.py generate_folds.py
compress_videos.py face_detector.py generate_landmarks.py
detect_original_faces.py face_encodings.py utils.py
extract_crops.py generate_diffs.py

/preprocessing

detect_original_faces.py
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3.2 Crop Faces From Frames

echo "Extracting crops as pngs"

PYTHONPATH=. python preprocessing/extract_crops.py --root-dir $DATA_ROOT --crops-dir crops

The bounding boxes for real videos are used to
extract crops for real and the fakes made from
them.
* In each folder in /datasets/videos, the
metadata.json file is used to check if there is
a match|ng ] son f||e in /bOXGS XK cert@octoputer: [srvflocal/DataSets/DFDC/videos/crops/dioryfhfnn

» Adirectory for each video is created, inside
are the png crops

2

ert@octoputer: $ 1s | we -1

e) cert@octoputer: $ cd dioryfhfnn/
base) cert@octoputer: $ 1s
.png 120_0.png 160_0.png 190_0.png 220_0.png 260_0.png 30_0.png
100_0.png 130 _0.png 170_@.png 200_0.png 230_0.png 270_0.png 40_0.png
10_0.png 140 _0.png 180_@0.png 20_@.png 240_0.png 280_0.png 50_0.png
110_@.png 150 _0.png 180_1.png 210 _0.png 250 _@.png 290_0.png ©6@_0.png

(base) cert@octoputer: $ I
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3.2 Crop Faces From Frames - Files & Functions

/preprocessing/extract_crops.py

cabernaciak@mac-loaner-33 preprocessing % ls

__init__.py extract_images.py generate_folds.py
compress_videos.py face_detector.py generate_landmarks.py
detect_original_faces.py face_encodings.py utils.py
extract_crops.py generate_diffs.py

/preprocessing

extract_crops.py
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3.3 Extract Landmarks

echo "Extracting landmarks"

PYTHONPATH=. python preprocessing/generate_landmarks.py --root-dir $DATA_ROOT

This generates landmarks as a numpy binary file (.npy) for each real video
and places them in the /dataset/landmarks directory

« Landmarks are saved in a numpy binary file with extension .npy
» This process was very fast, took ~ 30 mins.

(base) cert@octoputer: $ 1s
0_0.npy 110_0.npy 140_0.npy 170_@.npy 200_0.npy 220_0.npy 40_0.npy 70_0.npy

100_0.npy 120_0.npy 150_0.npy 180_0.npy 20_0.npy 230_0.npy 50_0.npy 80_0.npy

10_0.npy 130_0.npy 160_0.npy 190_0.npy 210_0.npy 30_0.npy 60_0.npy 90_0.npy
(base) cert@octoputer: $
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3.3 Extract Landmarks

El select cage@Cage: ~/Deepfakes/deepfakes/selimsef/dfdc_deepfake_challenge/preprocessing

detector = MTCNN(margin=0, thresholds=[

], device=

(ori_id, root_dir)

ori_id = ori_id[:-4]

gri_dir = os.path.join(root_dir, , ori_id)
landmark_dir = os.path.join(root_dir, , ori_id)
os.makedirs(landmark_dir, exist

frame
frame

Eladely
image_id
landmarks_idfj-

.format(frame, actor)
.format(frame, actor)

ori_path = os.path.join(ori_dir, image_id)
landmark_path = os.path.join(landmark_dir, landmarks_id)

os.path.exists(ori_path):

image_ori
frame_img

batch_boxes,
landmarks

cv2.imread(ori_path, cv2.IMREAD_COLOR)[..
Image.fromarray(image_ori)
conf, landmarks = detector.detect(frame_img, landmarks=

landmarks = np.around(landmarks[©]).astype(np.int16)
np.save(landmark_path, landmarks)
e:

(e)

():

parser = argparse.ArgumentParser(

description=
parser.add_argument(
args = parser.parse_args()
args

©):
args parse_args()

, default=

ids = get_original_video_paths(args.root_dir, basename= )

os.makedirs(os.path.join(args.root_dir,

), exist_ok=

Pool(processes=0s.cpu_count()) p:
tqdm(total= (ids)) pbar:
func = partial(save_landmarks, root_dir=args.root_dir)
v p.imap_unordered(func, ids):

pbar.update()

Carnegie Mellon University

Software Engineering Institute

Kaggle DFDCWinner, selimsef Code Walkthrough

© 2022 Carnegie Mellon University

[DISTRIBUTION STATEMENT A] Approved for public release and
unlimited distribuion

18



3.4 Extract SSIM Masks

echo "Extracting SSIM masks"

PYTHONPATH=. python preprocessing/generate_diffs.py --root-dir $DATA_ROOT

Uh oh — this step throws an error

root@4dc1b9e7d15: /workspace# ./preprocess_data.sh
Extracting SSIM masks
Traceback (most recent call last):
File "preprocessing/generate_diffs.py”, line 7, in <module>

from skimage.measure import compare_ssim
ImportError: cannot import name 'compare _ssim’' from 'skimage.measure®' (/opt/conda/lib/python3.7/site-packages
/skimage/measure/ _init__ .py)
root@4dc1b9e7d15: /workspace#

£
- aldenjenkins commented on Jul 1, 2021
A
Changed in version 0.16: This function was renamed from
skimage.measure.compare_ssim to
skimage.metrics.structural_similarity.
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3.4 Extract SSIM Masks

« We simply need to update function and
module names in generate diffs.py.

{] cage@Cage: ~/Deepfakes/selimsef/dfdc_deepfake_challenge/preprocessing =

* skimage.metrics.structural simi
larity returnsthe ‘mean structural itiprocessing.pool 1o

similarity index over the image’.

preprocessing.utils get_original_with_fakes

« SSIM is a measure that quantifies e

imThreads ()

similarity of two images — can be
computed on RGB or greyscale images

‘generate_diffs.py" 75L, 2472C written
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3.4 Extract SSIM Masks

(base) cert@octoputer: $ 1s | we -1
98261

(base) cert@octoputer: $ find . -mindepth 1 -type d -not -empty | wc -1
1965

SSIM masks were extracted for 1965 fake videos using
the ‘structural_similarity’ function of skimage (see
previous slide)
Shown are

* (left) kvfkkcctax/0_0_diff.png

* (right) kvfkkcctax/10_0_diff.png

e Usefulcommand for listing all non-empty directories:

(base) cert@octoputer: $ find . -mindepth 1 -maxdepth 1 -not -empty -type dl
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3.5 Generate Folds

echo "Generate folds"

PYTHONPATH=. python preprocessing/generate_folds.py --root-dir $DATA_ROOT --out folds.csv

5. Generate folds
python preprocessing/generate_folds.py —-root-dir DATA_ROOT —-out folds.csv By default it will use 16 splits to have 0-2 folders
s a holdout set. Though only 400 videos can be used for validation as well.
AutoSave @ors () = 2 folds

Home Insert Draw Page Layout Formulas Data Review View Acrobat Q Tell me - - -
= « Afold fil ted in /work

B oo cw A5 S=E B e o olas.csv e IS Created In /wWorkspace

E v
e g B I Uv EHe GvAw === == B $+% 9 @4

. . (1 ) .
Q Possible Data Loss Some features might be lost if you save this workbook in the comma-delimited (.csv) format. To preserve tH . I th k | b | d t O = I d 1 = f k
— I INK 1abel denotes real video, akKe

. x  video

A B [# 2] E F G H 1 K -
2 kytsosuxou  50_0.png 0 kytsosuxou 50 3
3 omfwrusaqd 130_0.png 0 omfwrusagd 130 5
4 dnncgzntsk  80_0.png 0 dnncgantsk 80 7
5 gsnditzfdg  100_0.png 1 bdofjezrfi 100 6 ¢ 3 = . . . .
6  hokodwrnpw 130_0.png 1 jjxwsknwdx 130 I ) f |f d t t th f t t
e .S e - m— rame IS seit evident, It IS the Trame (lime Sste
8 szkuviecfs 220 _0.png 1 gdscynormj 220 3
9 whdrxadpxj 90_0.png 1 ykdrzctodm 950 4 - b f -
10 wpafxjaxn] 0_0.png 0 wpafxjaxnj 0 5 th d
Dt [0 00me Shootdemi [ o8 inn IS) numper o e viaeo
12 ghikozfife  50_0.png 1 heaieeghsv 50 8
13 fhwhkenyweq 140_0.png 1 ihhgedmpwa 140 4
14 hmiilegozp 130_0.png 1 ykdrzctodm 130 4 ‘ y -
15 wxgtweshrj 180_0.png 1 qaehvzuaga 180 5
Dot oamnom - ‘fold’ denotes a partition of the dataset
17 foavpfgmua 30_0.png 1 ristjyvsf 30 5
18 fsxtwhuszx 260_0.png 0 fsxtwhuszx 260 3
19 jrdnwottly 80 _0.png 1 rgbyycjxo 80 6
20 wizhpderof 140_0.png 1 ryirjdrire 140 8
21 eeedajhatk 300_0.png 1 aeqengirg 300 3
22 gcopbpasbm 0_0.png 1 kjddyomarb 0 5
23 kwarcxdpzb 30_0.prg 1 huowsesgyn 20 3
24 ghjsdyimfa 270_0.png 1 bgmazxkwdz 270 3
25 wsxnvbobyw 110_0.png 0 wsxnvbobyw 110 7
26 sagrfajtd  160_0.png 1 wiwsetddha 160 8
27 bbxewijhuf  260_0.png 1 froxdhyldpx 260 5
28 ceoxljnjva 280 0.png 1 aeqengiorg 280 3
29 fsxtwhuszx 280_0.png 0 fsxtwhuszx 280 6
30 xaduspemrg 220_0.png 1 ihhgedmpwa 220 4
31 roegywbug 40_0.png 1 chwoehjcpy a0 5
32 nwxgxrviww  250_0.png 1 ljouzjagge 250 0
33 uaswhaeaol 240_0.png 1 nvirvseqx 240 5
34 wdcpfuktuz 270_0.png 1 uofzwkeapy 270 7

folds +
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3.6 Example of Processed Data

Taking a closer look at a deepfake, it’s original, it's crops, and
masks

1. Play videos, real and fake

2. Draw bounding box on first frame of real and fake video
example

3. Show crops for real and fake
4. Draw landmarks on real and fake frame

5. Display structural similarity masks

Carnegie Mellon University Kaggle DFDCWinner, selimsef Code Walkthrough [DII_STR"zl;_TIQg STATEMENT A] Approved for public release and
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3.1 Example Real and Fake Videos

/dfdc_train_part_25/hbarvxzmkk.mp4 /dfdc_train_part_25/lonxgrulum.mp4
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3.6.2 Drawing Bounding Boxes — sanity check

[3]: ## feed in frame 1 of each video
frame_real = cv2.imread('/home/jovyan/frames/hbarvxzmkk_1.png')
frame_fake = cv2.imread('/home/jovyan/frames/lonxgrulum_1.png"')

## feed in bounding box json & extract coords for first frame
bbox_json = pd.read_json('/home/jovyan/boxes/hbarvxzmkk.json").T

bbox_coords_f1l = bbox_json[0][0] ## first frame
bbox_ptl_f1 = tuple(bbox_json[@][@][@:2]) ## LL point of box
bbox_pt2_f1 = tuple(bbox_json[@][0]1[2:1) ## UR point of box

bbox_coords_f1

[3]: [285.97705@78125, 248.2666473388672, 376.8885192871094, 374.9934387207031]

[4]: |### MATPLOTLIB SOLUTION

#The rectangle extends from xy[@] to xy[@] + width in

#x—-direction and from xy[1] to xy[1] + height in y-direction.
#matplotlib.patches.Rectangle(xy, width, height, angle=0.0, *xkwargs)

# convert bbox coords to suitable input for Rectangle function
xy = bbox_ptl_f1

wid = bbox_coords_f1[2] - bbox_coords_f1[@]

hgt bbox_coords_f1[3] - bbox_coords_f1[1]

#frame = Image.open('/home/jovyan/frames/hbarvxzmkk_1.png")
frame = Image.open('/home/jovyan/frames/lonxgrulum_1.png')
frame frame.resize(size=[s // 2 for s in frame.sizel)

# Display the image
plt.imshow(frame)

# Add the patch to the Axes
plt.gca().add_patch(Rectangle(xy, wid, hgt, linewidth=1,edgecolor="'r", facecolor="none'))

Carnegie Mellon University Kaggle DFDCWinner, selimsef Code Walkthrough [DISTRIBUTION STATEMENT A] Approved for public release and
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3.6.3 Generating Crops

+ Let'sobserve the bounding box for the 1stframe of each video and the crops that
are generated fromthem

* Crop has more pixels than bounding box:

bbox]

/hbarvxzmkk.mp4
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3.6.4 Landmarks — sanity check

Landmarks generated
from MTCNN and
selimsef match

[28]:

28]1:

from facenet_pytorch.models.mtcnn import MTCNN

## load crop

crop = cv2.imread('/home/jovyan/crops/hbarvxzmkk/@_0.png', cv2.IMREAD_COLOR)[...,::-1]

frame_img = Image.fromarray(crop)

## determine landmarks on crop (from selimsefs code, generate_landmarks.py)

detector = MTCNN(margin=0, thresholds=[0.65, 0.75, 0.75], device="cpu")

batch_boxes, conf, landmarks = detector.detect(frame_img, landmarks=True)

# Visualize

fig, ax = plt.subplots(figsize=(16, 12))

ax.imshow(frame_img)

ax.axis('off')

for batch_box, landmark in zip(batch_boxes, landmarks):
ax.scatter(*np.meshgrid(batch_box[[@, 211, batch_box[[1, 311))
ax.scatter(landmark[:, @1, landmarkl[:, 11, s=54)

fig.show()

landmarks

array([[[126.73429, 182.6258 ],
[206.00246, 195.4335 ],
[164.53825, 232.3957 ],
[120.22427, 276.99847],
[181.92224, 287.16284]1]], dtype=float32)

Running MTCNN
separately

lm_hbar_@0_0 = np.load('/home/jovyan/landmarks/hbarvxzmkk/@_0.npy")
1m_hbar_0_9

array([[127, 183],

[206, 1951,
[165, 2321,
[120, 2771,
[182, 28711, dtype=int16)

MTCNN results from selimsef

Some code from: https://www.kaggle.com/code/timesler/guide-to-mtcnn-in-facenet-pytorch
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3.6.5 Structural Similarity Masks

Shown are
* (left) kvfkkcctax/O_0_diff.png
* (right) kvfkkcctax/10 0 _diff.png
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4. Model Training

Which models are used by @selimsef? .. Look in the Dockerfile
https://aithub.com/rwightman/pytorch-image-models

wget https://github.com/rwightman/pytorch-image-models/releases/download/v@.1l-weightsqtf_efficientnet_b7_ns-1ldbc32de.pth
/root/ . cache/torch/hub/checkpoints/

wget https://github.com/rwightman/pytorch-image-models/releases/download/v@.1l-weightsqtf_efficientnet_b5_ns-6f26d@cf.pth
/root/.cache/torch/hub/checkpoints/

Q@ tf_efficientnet_b5_ns-6f26d0cf.pth 117 MB Feb 12, 2020
* Thereare many, MANY
. . Q@ tf_efficientnet_b5_ra-9a3e5369.pth 117 MB Oct 26, 2019
models to choose from in this
. @ tf_efficientnet_b6_aa-80bal7e4.pth 165 MB Jul 30, 2019
repo, many of which are
Q@ tf_efficientnet_b6_ap-4ffb161f.pth 165 MB Nov 23, 2019
current as of July 2022,
Q@ tf_efficientnet_b6_ns-51548356.pth 165 MB Feb 12, 2020
* Rerunning withu pd ated @ ti_efficientnet_b7_aa-076e3472.pth 254 MB Jul 30, 2019
mOdels wou Id be a gOOd Idea Q@ tf_efficientnet_b7_ap-ddb28fec.pth 254 MB Nov 23, 2019
Q@ tf_efficientnet_b7_ns-1dbc32de.pth 254 MB Feb 12, 2020
Q@ tf_efficientnet_b7_ra-6c08e654.pth 254 MB Oct 26, 2019
Carnegie Mellon University Kaggle DFDCWinner, selimsef Code Walkthrough [DISTRIBUTION STATEMENT A] Approved for public release and
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https://github.com/rwightman/pytorch-image-models

4. Model Training

EJ root@481e3b956f63: /workspace

Encounteringsome erro

=/workspace

Debugging is underway

torch.distributed.launch training/pipelines/train_classifier.
configs/b7.json 01
b7_111_

torch.distributed.launch training/pipelines/train_classifier.
configs/b7.json 01
5555 logs/b7_555
torch.distributed.launch training/pipelines/train_classifier
configs/b7.json 01
b7_777_ > logs/b7_777

torch.distributed.launch training/pipelines/train_classifier.
configs/b7.json 01
b7_888_ > logs/b7_888

orkspace# ./train.sh 1ining/pipelines/train_classifier.
L
.7/site-packages/torch/distributed/launch.py:186: FutureWarning: The module torch.distributed.launch is deprecated
and will be removed in future. Use torchrun.
Note that --use_env is set by default in torchrun.
If your script expects ~--local_rank’ argument to be set, please
change it to read from “os.environ['LOCAL_RANK']" instead. See
https://pytorch.org/docs/stable/distributed.html#launch-utility for
further instructions

FutureWarning,
Traceback (most recent call last):
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/run.py”, line 606, in determine_local_world_size
return int(nproc_per_node)
ValueError: invalid literal for int() with base 10:

During handling of the above exception, another exception occurred:

Traceback (most recent call last):
File "/opt/conda/lib/python3.7/runpy.py”, line 193, in _run_module_as_main
"__main__", mod_spec)
File "/opt/conda/lib/python3.7/runpy.py”, line 85, in _run_code
exec(code, run_globals)
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/launch.py”, line 193, in <module>
main()
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/launch.py”, line 189, in main
launch(args)
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/launch.py”, line 174, in launch
run(args)
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/run.py”, line 751, in run
config, cmd, cmd_args = config_from_args(args)
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/run.py”, line 659, in config_from_args
nproc_per_node = determine_local_world_size(args.nproc_per_node)
File "/opt/conda/lib/python3.7/site-packages/torch/distributed/run.py™, line 624, in determine_local_world_size
raise ValueError(f"Unsupported nproc_per_node value: {nproc_per_node}")
ValueError: Unsupported nproc_per_node value:
root@481e3b956f63: /workspace#
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4. EfficientNet Architecture

* First published in 2019 by Tan & Le, researchers at

Table 1 - E.fﬁclentNet-BD.ba.selme netwo.rk—]:]achﬁrow describes Goo gl e Research’s Brain Team
a stage 7 with L; layers, with input resolution (H;, W) and output
channels C;. Notations are adopted from equation 2. . . . .
: P cd * Up until this point, ConvNet’s were scaled in ad-hoc
Stage Operator Resolution | #Channels | #Layers ways
i Fi H; x W; C; L;
1 Conv3x3 224 x 224 32 1 * EfficientNetis a ConvNet architecture that allows
3 MBConv6, k3x3 112 x 112 24 2 orproportional scaling ot a ree main
4 MBConvé, k5x5 56 x 56 40 2 dimensions: width of NN. denth of NN. image
5 MBConv6, k3x3 28 x 28 80 3
’ resolut
6 MBConv6, k5x5 14 x 14 112 3 EfficientNet-B7
7 MBConv6, k5x5 14 x 14 192 4 841 AmoebaNet-C
8 MBConv6, k3x3 TxT 320 1 Amoetfhiegé___--—“"'
9 Convlxl & Pooling & FC TxT7 1280 1 ,f’-'NASNet-A “BENet
§82- - .
https://arxiv.org/pdf/1905.11946 pdf § X101
380 AT S
: 5] PRt Inception-ResNet-v2
Pimwe—zl lal les=sagr=ar==al [ =] | z o
o |8aldalZelEclE[c]Ec]E[a]d]elE|elEalde[d]aldeld]v|d |8 4 7 Xception
A EIRA 1R A 1B IR LR 1B L R L R A B B A A R SR «ResNet-152 Tont Ace, $7.
FRAAR AR AdR SRR J0dR A0 S0AR JudR J0h S0k n S0d i il Sl Jd R Jindh 4= T s NS e g
S181&1818 &1 8T18 1818118 137187187138718 § | Bp -DenseNet201 EificentNetB1 | 791%  78M
o @ ] [53] @ © @ @© o ] @ ] @ @ o @ o ] ResNeXt-101 (Xie et al., 2017)| 80.9% 84M
= = = = = = = = B = = = = = = = E 761 1 . EfficientNet-B3 81.6% 12M
‘ LS = I ResNet-50 SENet (Hu et al., 2018) 0% T46M
_— o - (— ——y - - i e [ NASNet-A (Zoph et al,, 2018) | 82.7% 89M
I fncention-v2 EfficientNet-B4 89%  19M
w1 neep! GPipe (Huang tal, 2018) 7 | 843%  556M
The architecture for our baseline network EfficientNet-BO is simple and clean, making it easier to scale and generalize NASNﬁt-A Eflﬁqci(""'l'lf("‘&m 84.3% 66M
01 JOLLe:
ResNet-34 . ° . .
0 20 40 60 80 100 120 140 160 180
Number of Parameters (Millions)
https://ai.googleblog.com/2019/05 /efficie ntnet-improving-accuracy-and.html https://arxiv.org/pdf/1905.11946 .pdf
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4. EfficientNet Scaling Method

In this paper, we propose a new compound scaling method,
which use a compound coefficient ¢ to uniformly scales
network width, depth, and resolution in a principled way:

depth: d = o?
width: w = ¢
resolution: 7 = ¢ (3)

st.a-B2-42 =2
a>1,>21,v>1

where «, 3,7 are constants that can be determined by a
small grid search. Intuitively, ¢ is a user-specified coeffi-
cient that controls how many more resources are available
for model scaling, while «, 3, v specify how to assign these
extra resources to network width, depth, and resolution re-
spectively. Notably, the FLOPS of a regular convolution op
is proportional to d, w?, r?, i.e., doubling network depth
will double FLOPS, but doubling network width or resolu-
tion will increase FLOPS by four times. Since convolution

https://arxiv.org/pdf/1905.11946 pdf

* What are B5 & B7? How do they relate to BO?

Starting from the baseline EfficientNet-B0, we apply our
compound scaling method to scale it up with two steps:

e STEP 1. we first ix ¢ = 1, assuming twice more re-
sources available, and do a small grid search of «, 3, «y
based on Equation 2 and 3. In particular, we find
“he best values for EfficientNet-BO are a« = 1.2, 3 =
1.1, = 1.15, under constraint of o - 82 - 42 =~ 2.

e STEP 2: we then fix «, 3, 7y as constants and scale up
baseline network with different ¢ using Equation 3, to
obtain EfficientNet-B1 to B7 (Details in Table 2).
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4. Selimsef Public Results

Deepfake Detection Challenge $1,000,000
Identify vVideos with faciakenwveiee manipulations Prize Money

e Deepfake Detection Challenge - 2,265 teams - 2 years ago

Overview Data Code Discussion Leaderboard Rules
Leaderboard &, Raw Data C Refresh

Q Search leaderboard

This competition is closed for submissions. The Private Leaderboard was based on a re-run of participants' code by the host on a privately-held test set.
This competition has completed. This leaderboard reflects the final standings.

@ Prize Winners

(Log-loss)

# Team Members Score Entries Last Code

| 1 Selim Seferbekov =) @ 0.42798 2 2y
A

https://www.kaggle.com/competitions/deepfake-detection-challenge/leaderboard
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Thank you!

For any code/questions please contact me at
cabernaciak@cert.org

Carnegie Mellon University Kaggle DFDCWinner, selimsef Code Walkthrough [DISTRIBUTION STATEMENT A] Approved for public release and
SOftwa re Eﬂgineer\'ﬂg Institute 02022 Caregie Melon Universiy - tmimieddia

34



